IMAGE COMPRESSION USING 
WAVELET PACKET TRANSFORM AND VECTOR QUANTIZATION
Abstract

The purpose of this paper is to introduce an image compression scheme using a combination of wavelet packet transform [1] and pyramidal vector quantization [2]. All the wavelet packet bases corresponding to various tree structures have been considered and the best one has been coined based upon the peak signal to noise ratio and compression ratio of the reconstructed image. In first step input image decorrelation using the wavelet packet transform, the second step in the coder construction is the design of a pyramid vector quantizer. Pyramid Vector Quantization (PVQ) was first introduced by Fischer [2] as a fast and efficient method of quantizing Laplacian-like data, such as generated by transforms (especially wavelet transforms) or sub-band filters in an image compression system. PVQ has very simple systematic encoding and decoding algorithms and does not require codebook storage. PVQ has culminated in high performance and faster PVQ image compression systems for both transforms and subband decompositions. The proposed algorithm provides a good compression performance.
Keywords: Wavelet packets transform, vector quantization, image compression.
1.Introduction
Wavelet packet transformations have a wide variety of different applications in computer graphics including radiosity, multiresolution painting, curve design, mesh optimization, volume visualization, image searching animation control, image compression. In this paper a new decomposition scheme for 2D wavelets packets based on adaptive selection of 2D wavelets based on the compression of their coefficients is presented and the application of this scheme in the field of lossless image compression is discussed. 

Although there are many image compression techniques currently available, there still exists a need to develop faster and robust algorithms to compress images. In this paper, we propose high frequency image compression using wavelet packet [1] and Pyramidal Vector Quantization [2].

2. Image Compression: Brief Review


A common characteristic of most of images is that the neighboring pixels are correlated. Therefore most important task is to find a less correlated representation of image. The fundamental components of compression are reduction of redundancy and irrelevancy. Redundancy reduction aims at removing duplication from the image. Irrelevancy reduction omits parts of the signal that will not be noticed by the signal receiver namely the human visual system (HVS). Three types of redundancies can be identified: Spatial redundancy, Spectral redundancy and temporal redundancy. In still image, the compression is achieved by removing spatial redundancy and Spectral redundancy.

3.Need for compression

Image compression addresses the problem of reducing the amount of data required to represent a digital image. Compression can be achieved by transforming data, projecting the representation on a smaller set of data, and encoding the result. The underlying basis of the reduction process is the removal of redundant data. Digital image compression techniques aim at reducing the coding, interpixel, and psycho visual redundant information. Data compression is achieved when at least one of these redundancies is reduced or eliminated. The coding redundancy can be reduced using the probability of occurrence of the events (such as gray-level values). To reduce the interpixel redundancy the 2-D pixel array normally used for human viewing and interpretation must be transformed (or mapped) into a more efficient (but not necessarily visible) format. The transformation is called reversible if the original image elements can be reconstructed from the transformed data set. 
The psycho visual redundancies can be reduced using the fact that the human eye does not respond with equal sensitivity to all visual information. Consequently, certain information can be eliminated without significantly impairing the quality of the image perception. 

4. Error Metrics

            Two of the error metrics used to compare the various image compression techniques are the Mean Square Error (MSE) and the Peak Signal to Noise Ratio (PSNR). The MSE is the cumulative squared error between the compressed and the original image, whereas PSNR is a measure of the peak error. It is most easily defined via the mean squared error (MSE) which for two m x n monochrome images I and K where one of the images is considered a noisy approximation of the other is defined as:

The mathematical formulae for the two are


The PSNR is defined as:
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Here, MAXI is the maximum pixel value of the image. When the pixels are represented using 8 bits per sample, this is 255. More generally, when samples are represented using linear PCM with B bits per sample, MAXI is 2B − 1.

A lower value for MSE means lesser error, and as seen from the inverse relation between the MSE and PSNR, this translates to a high value of PSNR. Logically, a higher value of PSNR is good because it means that the SNR ratio is higher. Here, the 'signal' is the original image, and the 'noise' is the error in reconstruction. So, a compression scheme having a lower MSE (and a high PSNR) can be recognized as a better one.

5. Wavelet Packets

Ideas of wavelet packet is the same as wavelet, the only difference is that wavelet packet offers a more complex and flexible analysis because in wavelet packet analysis the details as well as the approximation are splited. Wavelet packet decomposition gives a lot of bases from which we can look for the best representation

Wavelet packets represent a generalization of the method of the multiresolution decomposition and comprise the entire family of subband coded (tree) decomposions. It can be characterized as a recursive application of the highpass and lowpass filters that form a Quadrature Mirror Filter (QMF) pair. The calculation of the DWT begins by filtering a signal by the high pass and lowpass filters and then down sampling the output. The process is repeated by applying the QMF pair to the output of the lowpass filter. In the wavelet packet (WP) decomposition the recursive procedure is applied to all the coarse scale approximation and detail signals, which leads to a complete WP tree. It is an idea of R. R. Coifman, Y. Meyer, and V. Wickerhauser [1]. The calculation of wavelet packets is often schematically characterized by the formation of a binary tree with each branch representing the highpass and lowpass filtered output of a root node, which is shown in Figure1. Wavelet packets are efficiently implimentable from arbitrary sub band decomposition trees and it may sometimes lead to adaptive wavelet transforms.  

Wavelet packet based image coding can be performed in three steps.

· Selection of optimal wavelet packets from the best tree structure 

· Vector Quantization of optimal wavelet packet coefficients 

· Entropy coding of quantized values.

The input image f (m, n) of resolution       256 x 256 is subdivided into low and high frequency bands by performing linear convolution on the gray scale input image with the low pass and high pass FIR filter coefficients. The down sampled outputs are again subdivided into high and low frequency bands and the above step is repeated. This is continued up to three levels of decomposition i.e. till we are getting eight wavelet packets. Only two levels are shown in Figure1.

          The synthesis filter has been used for the reconstruction of the input image. The up sampled output will be convoluted with the adjacent low pass and high pass synthesizing filters and the outputs will be added up to give the reconstructed output.   The careful design of QMFs is very important for achieving good performance in sub band coding.   

Wavelet packets [3],[4] offer more flexibility compared to ordinary wavelet based coding. In wavelet packets all the possible tree structure are searched for a particular filter set instead of using a fixed wavelet packet tree and the wavelet packet coefficients   of   each   tree structure have been determined. Then all the wavelet packets from the   different tree structures have been carefully investigated for selection of the optimal wavelet packets in order to best match the space frequency characteristics of the input image. 

The optimal wavelet   packets are selected based on two performance factors. 

1. Peak Signal to Noise Ratio (PSNR) of the reconstructed image  

2. Compression   Ratio. 

 

Figure1. Image Decomposition

6. Vector Quantization

Quantization [5], [6] refers to the process of approximating the continuous set of values in the image data with finite, preferably small, set of values. The input to a quantizer is the original data and the output is always one among a finite number of levels. The quantizer is a function whose set of output values is discrete and usually finite. Obviously, this is a process of approximation and a good quantizer is one, which represents the original signal with minimum loss or distortion. There are two types of quantization: scalar quantization and vector quantization. In scalar quantization, each input symbol is treated in producing the output while in vector quantization the input symbols are clubbed together in groups called vectors, and processed to give the output. This clubbing of data and treating them as a single unit, increases the optimality of the vector quantizer, but at the cost of increased computational complexity [5].

According to Shannon's rate distortion theory, better results are always obtained when vectors rather than scalars are quantized. Developed by Gersho and Gray in 1980, vector quantization has proven to be a powerful tool for digital image compression [7]. The method is encoding a sequence of samples (vectors) rather than encoding each sample individually. Encoding is performed by approximating the sequence to be coded by a vector belonging to a catalogue of shape, usually known as a codebook or dictionary. The codebook consists of code vectors. The number of code vectors in the codebook is given by 2RL, where R is rate or bits per pixel (bpp) and L is the dimension.  

6.1 Algorithm for Pyramidal Vector Quantization


The process of pyramidal vector quantization [8] involves the following steps and the algorithm for pyramidal vector quantization can be listed as:

1. All the vectors (having dimension of L) taken from the wavelet-transformed images (sub-band images) are projected on the surface of the pyramid [image: image2.wmf],
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 such that the projection yields the least mean squared error. All the Vectors lying on the surface of the pyramid 
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Figure 2. Projection of vectors on the surface of the pyramid
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The black dots in space represent the vectors taken from the sub-band images with a dimension of L. These vectors are projected on the surface of the pyramid
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with least MSE. The main outcome of this projection is that, the dynamic range of the actual vectors is decreased, but produces least distortion.

2. The vectors lying on the surface of the pyramid 
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 are then scaled to an inner pyramid 
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 with a scaling factor of 
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 where the inner pyramid 
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 is chosen based on the rate criterion ‘R’ bits/dimension.
7 Huffman Coding

              Huffman coding [9] is based on probability and entropy. Huffman codes exploit the entropy of the message to give good compression ratio. Huffman compression is a lossless compression technique.

7.1 Algorithm for Creating Huffman Tree

1. Input all symbols (characters) along with their respective frequencies.

2. Create leaf (Right and Left links will be NULL) nodes representing the symbols scanned.

3. Let S be set containing all the nodes created in second step.

4. Sort the nodes (symbols) in S with respect to their frequencies.

5. Create a new node to combine the 2 nodes (symbols) with least frequencies

6. Frequency of this new combined   node (symbol) will be equal to sum of   frequencies of Node (symbols) which were combined.   This newly created combined node will be parent of 2   nodes, which were combined.

7. Replace in S, the 2 nodes which were   combined with the new combined code.

8. Sort the nodes (symbols) in S with respect to their frequencies.

9. Create a new node to combine the 2 nodes (symbols) with least frequencies.

10. Frequency of this new combined node (symbol) will be equal to sum of frequencies of nodes (symbols) which were combined. This newly created combined node (symbol) will be parent of 2 nodes which were combined.

11. Replace, in S, the 2 nodes (symbols) which were combined with the new combined node (symbol).

8. Experimental Results

            The experimental result for different levels of decomposition is shown in Figure 4.
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                                              Figure 3c. Reconstructed image Level of    
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                 Figure 3 Shows the experimental results for two different levels of decomposition.


From Figure 3, it is clear that as the level of decomposition increases, the quality of the image decreases. That is the reconstructed image is not similar to the input image as the level of decomposition increases. The obtained results are given in Table 1.                   
                       Table 1.Level of Decomposition Vs Compression Ratio   

	Level of Decomposition
	PSNR
	Compression Ratio

	1
	31.33
	3.1476

	2
	27.22
	9.6780

	3
	23.74
	27.7122

	4
	20.02
	46.5165



From the table, it is clear that as the level of decomposition increases, the Compression ratio increases, but the PSNR decreases. 


The different level of decomposition is shown in Figure 4a,4b and Figure 5a,5b,5c. From Figures 4 and 5, it is clear that as the level of decomposition increases, the quality of the image decreases. 
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Figure 4a. Second level decomposition in                          Figure 4b.  Third level decomposition in LL 

                        LL side                                                                             side           
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  Figure 5a. Second level decomposition in                         Figure 5b. Second level decomposition in 

                   LH side                                                                                HL side  
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                                                 Figure 5c. Second level decomposition in 

                                                                  HH side  

9. Conclusion


The image compression technique based on wavelet packet transform and pyramidal vector quantization is found to perform well with compression ratio and good PSNR values in the range of 20-40 db. The results demonstrate significant gain in percentage zero in wavelet packet with good signal to noise ratio for standard as well as high frequency images. The performance of the proposed scheme was seen to be competitive with that of the state of the art coders in terms of PSNR and Compression ratio.
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